
206784

A Parallel and Distributed Computing Environment for

Scientific Applications

Annual Report 97

t

K. Maly, M. Zubair, C.M.;Overstreet

Department of Computer Science
Old Dominion University
Norfolk, VA 23529-0162

email: (maly, zubair, cmo) @cs.odu.edu}
(757) 683-4817

Fax: (757) 683-4900

Submitted to:

Dr. Jaroslaw Sobieski, leader, Computational AeroSciences,
and Multidisciplinary Research Coordinator,
Research and Technology Group, MS139
NASA Langley Research Center
Hampton, VA 23681-0001
Tel: 757 864-2799
Fax: 757 864-9715

E-mail:_. sobieski@LARC. NASA.



Summary of progress

pPVM: Under NASA-NAG-l-1550, we have developed the pPVM environment at

ICASE to run standard PVM and MPI programs. We have completed the design,
implementation, and testing of the environment, running on an ICASE network of 8
wiorkstations connected by dual FDDI rings and an Ethernet. In September 1997, we held a
workshop as part of the ICASE Roundtable.

The web site we created: http://www.cs.odu.edu/~kelkar/ppvm/ provides information
about: ,.

About pPVM http://www.cs.odu.edu/-kelkar/ppvm/ppvm/intro.html

How to Install pPVM http://www.cs.odu.edu/-kelkar/ppvm/ppvm/install-help.html

How to Run pPVM http://www.cs.odu.edu/~kelkar/ppvm/ppvm/run-help.html
Testbed at ICASE http://www.cs.odu.edu/~kelkar/ppvm/ppvm/configuration.html

About pPVIVL. Parallel PVM (pPVM) is PVM modified to provide high performance

communication support in a cost effective way for parallel and distributed computing, pPVM
allows PVM applications to communicate concurrently over parallel physical networks to
improve the communication performance in a way transparent to the user. For many
communication intensive applications the network bandwidth becomes the bottleneck. For

these applications cluster works*ations need to move data at a rate higher than the
bandwidth available to them. The assumption here is that the cluster workstations are

capable of sending/receiving the data at this rate. We proposed a cost-effective approach of
parallel networking to improve the communication bandwidth of the network and make

cluster computing effective for a larger class of applications. Based on this approach we
have modified the PVM system to a parallel PVM (pPVM) system. In past, we had
experimentally demonstrated the pPVM concept for parallel Ethernets. A substantial

reduction was observed in the communication component of a parallel application running
over a cluster of workstations with parallel Ethernets. The current pPVM implementation

allows the use of parallel FDDIs or heterogeneous networks (Ethernet + FDDI) for
transferring application data. It has been developed at the Old Dominion University, for the
ICASE, NASA Langley Research Center and is the modified PVM version 3.2. To transfer

the application data over the parallel networks, different scheduling algorithms such as
round-robin, weighted round-robin and adaptive are designed and implementated into

pPVM. A number of experiments were conducted to observe the benefit of pPVM over PVM.
In essence, the pPVM adaptive scheduling is beneficial to the applications in most cases
and is never worse than PVM.

JAVADC: The remainder of the effort was to develop a Web based environment,

JAVADC, to run arbitrary distributed programs using web interfaces.
http ://shark. icase, odu :8080/

ARCADE: Finally, we started to work on the future support of distributed computing.

A Collaborative Environment to Design, Execute, Monitor and Control

Distributed Heterogeneous Computing Applications
A White Paper

Distributed heterogeneous computing is being increasingly applied to a variety of
large size computational problems. Such computations, for example, the multidisciplinary
design optimization (MDO) of an aircraft, generally consist of multiple heterogeneous

modules interacting with each other to solve an overall design problem [2]. Typically these
modules are developed in different disciplines and are optimized independently. The

traditional way of integrating these modules and optimizing them for the overall design is a
long and tedious process (typically taking several weeks). The slowness of this process is



mainlydueto theabsenceofa collaborativeenvironmentwhere(i)differentmodulesand
their interactioncanbespecified,and(ii)testing,monitoring,andsteeringof theoverall
designcanbedone.A systemthatprovidesa collaborativeenvironmentwhichis easy-to-
useandwidelyaccessibleis lacking.Recently,therehasbeensomeeffortsto designand
prototypesuchsystems[1,2,3].However,thesesystemslacka Web-basedcollaborative
environmentfor solvinglargemultidisciplinaryproblems. The increasinguseof Web
technologyfor Internetand Intranetapplicationsis makingthe World-Wide Web an
attractiveframeworkforcollaboration.

Thefocusof ourprojectis to developaWeb-basedcollaborativeenvironmentto design,
execute,monitor,and controldi3tributed"heterogeneouscomputingapplications.The
proposedenvironmentwillhave thefollowingfeatures:(i) it willallowcollaborativedesign
and control,(ii) it will beeasyto access,(iii) it will beeasyto use, (iv) it will workon
heterogeneousplatforms,(v)it willbeflexibleto adaptto differentscenarios,(vi) it willbe
secure,and(vii)itwill supportparallelcomputing.

Inthisproposal,wewantto designandprototypea three-tiersystem,thatprovidesa
collaborativeenvironmentand reducessignificantlythe overall time for solvinga
multidisciplinaryoptimizationproblem.The front-end,first tier, of this systemis a GUI
interfaceintegratedwith the Web. It will be implementedby usingNetscapeInternet
FoundationClasses(IFCs).IntegratingtheinterfaceinaWebbrowser,e.g., Netscape,will
provideuserswitha familiarinterfaceondesktopsrangingfromUnixbasedworkstations,
toWindows-basedPCs,andMacintoshes.The middletierconsistsof logicto processthe
userinputandinteractwith modulesrunningona heterogeneoussetof machines.These
modulesalongwiththecontrolprocessesformthelasttier.Theoveralldesignisa client-
serverbasedarchitecture.Themainadvantageof a three-tiersystemisthattheclientor
thefront-endbecomesverythin,thusmakingitfeasibletorunon low-endmachines.

We nowgivea typicalscenarioof howthe proposedsystemwill be used.A project
leader,responsiblefortheoveralldesignproblem,will interactwiththefront-endto setup
the project.As thefront-endis integratedwiththeWeb,hecando thisfromanyplace
wherehehasaccessto the Internet.Theset-upfortheprojectinvolves:

(i) Identificationof teammembersand set up of their privilegesto accessand
modifycertainmodulesduringtheoptimizationprocess.

(ii) Specificationsof modulesincludingtheirinteraction.
(iii) Theset-upof monitoringpointsandcontrolconditions.

Oncethe projectis set up, teammemberscancompletethe specificationfor the
modulesforwhichtheyareresponsible.Notethata modulecan consistsof severalsub-
modulesinteractingwitheachother. Theteam membersalso mapthe moduleto an
availablehardwareresource.Nextthe applicationis executedina distributedenvironment
usinga heterogeneousnetworkof workstationsandmultiprocessormachines.Duringthe
execution, team membersfrom anywhereon the Internetmonitor,and controlthe
optimizationprocessusinga standardgraphicalWebbrowser.Theteam memberscansee
the currentlyexecutingmodulesat any levelof the hierarchy.Theycanalsoviewthe
intermediatedataflowingbetweendifferentmodules,andin somecasesvisualizelarge
datasets.

A teammemberresponsiblefora particularsubsystemcanchangedata valuesunder
thecontrolof thesubsysteminorderto steerthe computationin therightdirection.The
teammemberwouldalsobeallowedtodynamicallyalterthecontrolflowif necessary.For
example,ina designcycleoftheoptimizationprocess,theresponsibleteammembermay
decidethata particularmoduleisnotaffectingtheoptimizationandmaybypassthemodule
byusingoldvaluesineachcycle. Similarly,theteam couldreplacea modulewitha plug
compatiblemodule,forexample,use anotheralgorithm.



Wewill leverageourexperiencewith(i)designingandbuilding,JAVADC,a GUIbased
environmentfor PVMandpPVM-basedSPMDapplications,and (ii) Opus,a coordinated
languagefor multidisciplinaryapplications[4]. Also,whereverpossiblewewilluseexisting
publicdomainsoftwareand technologies.JAVADCis a Web-Javabasedenvironmentto
enable distributedcomputingwith pPVMor PVM..The interfacefor JAVADCwas
implementedusingNetscapeInternetFoundationClasses.The back-end serverfor
JAVADCwasbasedonJAVA.JAVADCiscurrentlyrestrictedto pPVMorPVMandhasno
multi-usersupport.Theproposedworkcanutilizesomeofthetechnologiesdevelopedfor
theJAVADCproject.TheOpus languagewasmotivatedby a lackof featuresin data-
parallellanguagesfor heterogeneousmult!disciplinaryapplications.We proposeto use
Opus-likespecificationsas the intermediaterepresentationof the multidisciplinary
applicationbeingaddressed.Thisspecificationwouldbe interpretedby the logicat the
middletiertocontroltheexecutionof thecompleteapplication.
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ICASE/ODU -- Arcade Project One Year Milestones:

Task 1: Visual Specification of the application.
Task 2: Semi-intelligent resource mapping support.
Task 3: Support for SPMD modules.

Task 4: Data monitoring support.
Task 5: Multidomain execution.

Task 6: Limited security

ODU One Year Budget for Arcade Project

Maly,1.5 mos $19,367
Zubair, 2mos $15,267
CMO, 0.1 mos $1,000

2 students $24,000

system, Ajay Gupta $3,500
Subtotal $63,134

Fringes _ $4,500
Subtotal $67,634

Travel $3,000

Computing $2,500
Equip., 3PCs $6,000

Subtotal $79,134
Indirect Cost, 27% $19,746

Total $98,880


